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EXECUTIVE SUMMARY
This report assesses the state of research on TFGBV as well as recent global leg-
islative, regulatory, and policy progress made on this issue. Through a case study 
that explores the data around the online harassment and abuse of Australian  
eSafety Commissioner Julie Inman Grant, the report documents the real-life 
effects of TFGBV for women in public life. We argue that TFGBV is not an in-
tractable problem, but one that must be mainstreamed to be mitigated, center-
ing women’s experiences in broader policy debates. TFGBV must no longer be 
the responsibility solely of women’s advocacy groups. Technology companies, 
governments, civic tech organizations, law enforcement, employers, schools, 
and others must mainstream their work to combat TFGBV to reflect its main-
streamed effects on society. To this end, we recommend a number of practical 
solutions to the specific and pressing issues that women and girls face online 
today. Addressing the urgent changes described here will not only make women 
and girls safer and ensure their voices are heard, but also improve the safety 
and free expression for everyone who uses the internet, building more robust, 
representative democracies. 
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INTRODUCTION
On the morning of April 22, Julie Inman Grant, Australia’s eSafety Commissioner, woke up for the 
seventh day in a row as the target of technology-facilitated gender-based violence (TFGBV). The 
abuse had begun a week earlier, on April 15, when she issued a takedown notice to the social media 
platform X (formerly Twitter), requiring that the platform remove a video of a violent stabbing of 
a bishop that had taken place at a church in Wakeley, Australia. The graphic video was in violation 
of Australian law and likely in violation of the platform’s own terms of service. The irony that the 
public servant in charge of implementing Australia’s online safety laws would be targeted with the 
very harm she was charged with ameliorating was not lost on Inman Grant.
 “She’s a goner,” read one tweet mentioning her in the early hours of that morning. “Not long 
before we round up these [World Economic Forum] scumbag traitors.”1

 In the 48 hours that followed, Inman Grant’s personal information was released publicly. The 
identity of her children was exposed. Tens of thousands of instances of abusive content—including  
rape and death threats—would be directed toward her and her family. In our original analysis that 
we describe later in this report, our research team found that over 10 percent of the negative 
content directed at Inman Grant contained gendered narratives and slurs.
 Inman Grant is far from alone; the world finds itself in a critical moment in the protection 
of women’s right to free expression and political and civic participation during 2024’s “year of 
elections.” Indeed, a 2020 study by the Wilson Center on gendered disinformation looked at 
hundreds of thousands of pieces of online disinformation and abuse directed at women in pub-
lic life, including vitriolic speech and sexualized deepfakes during the lead-up to the 2020 U.S. 
elections, and found that not only did the disinformation and abuse overwhelmingly focus on 
just 13 female candidates—both Republican and Democrat—but also that 78 percent targeted 
then Senator and candidate Kamala Harris, demonstrating the intersectional nature of this sort 
of abuse.2

 This year, the type of abuse launched at Kamala Harris as she runs as the Democratic nominee 
for the U.S. presidency3 and other female candidates around the world is no different; however, 
the scale and variety of abuse are now much larger as abusers enjoy readily accessible and under-
regulated deepfake tools, generative artificial intelligence (AI), and ‘nudify’ apps. Vitriolic, hateful, 
and threatening language used against women in public life has become normalized by male politi-
cians and media personalities who employ it mostly without consequence and inspire their online 
followers to replicate it across the internet.
 The integrity of elections and democratic processes is therefore undermined by the attacks 
levied toward female politicians: without access to trustworthy information about women running 
for office, voters cannot make informed decisions at the ballot box.4 Online abuse also affects 
women’s decisions to pursue elected office in the first place.5 For example, Slovakia’s former pres-
ident, Zuzana Čaputová, who received death threats online, said she was not pursuing re-election 
for personal reasons.6

 This silencing effect is not only present among adult women but also amongst girls: a 2020 
survey by Plan International of 14,000 girls in 22 countries found that of the 98 percent who 
use social media, more than half reported being “attacked and harassed” online—in many cases,  
before they were even old enough to vote.7 As a result of those attacks, “19 percent of girls who 
were harassed very frequently said they use the social media platform [where they were harassed] 
less and 12 percent just stopped using it.”8 It is furthermore well-documented that online abuse 
and harassment on social media has worrying effects on girls’ mental health.9 10
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 On social media platforms, the checks and balances introduced to mitigate and allow the study 
of TFGBV and other online harms have been rolled back, or in some cases, abandoned entirely. 
After Elon Musk’s purchase of X, the platform’s Trust and Safety Council was disbanded,11 and 
key teams, including those monitoring human rights and AI ethics, were cut.12 Meanwhile, several 
large platforms, including X, Reddit, and Facebook, have ended13 14 or monetized15 access to their 
application programming interfaces (APIs) for data access, rendering journalists’ and researchers’ 
monitoring of TFGBV and other online harms much more difficult.16 X’s API shutdown also closed 
Block Party, a service that relied on the API to assist users experiencing high levels of vitriol to 
automatically mute or block people sending them hate online, allowing targets of harassment to 
continue expressing themselves without needing to subject themselves to further abuse.17 Overall, 
in the past two years, the fraying of technological support, trust, safety, and data access problems 
have proliferated, with broad backlash to content moderation as ‘censorship.’18

 Finally, as generative AI has become widely accessible, so, too, has the proliferation of non- 
consensual intimate imagery (NCII) in the form of deepfake image-based sexual abuse, also  
referred to as deepfake pornography.19 While reliable data on the topic remains difficult to collect, 
recent studies estimate that 98 percent of all deepfake videos online are deepfake pornography, 
and that 99 percent of those targeted by deepfake pornography are women.20 A July 2024 report 
from Ofcom, the United Kingdom’s online safety regulator, found that 43 percent of people aged 
16 plus say they have seen at least one deepfake online in the last six months and, of the adults who 
had seen deepfakes, 14 percent had seen sexualized deepfake content.21

 This report assesses the state of research on TFGBV as well as recent global legislative, regula-
tory, and policy progress made on this issue. Through a case study that explores the data around 
the online harassment and abuse of Australian eSafety Commissioner Julie Inman Grant, the 
report documents the real-life effects of TFGBV for women in public life. We argue that TFGBV 
is not an intractable problem, but one that must be mainstreamed to be mitigated, centering 
women’s experiences in broader policy debates. TFGBV must no longer be the responsibility solely 
of women’s advocacy groups. Technology companies, governments, civic tech organizations, law 
enforcement, employers, schools, and others must mainstream their work to combat TFGBV to 
reflect its mainstreamed effects on society. To this end, we recommend a number of practical 
solutions to the specific and pressing issues that women and girls face online today. Addressing  
the urgent changes described here will not only make women and girls safer and ensure their 
voices are heard, but also improve the safety and free expression for everyone who uses the inter-
net, building more robust, representative democracies. 



Columbia SIPA Institute of Global Politics 4

BACKGROUND
WHAT IS TECHNOLOGY-FACILITATED GENDER-BASED VIOLENCE (TFGBV)?
Technology-facilitated gender-based violence (TFGBV) is “any act that is committed, assisted, 
aggravated, or amplified by the use of information communication technologies or other digital 
tools, that results in or is likely to result in physical, sexual, psychological, social, political, or eco-
nomic harm, or other infringements of rights and freedoms.”22 This sort of abuse is associated 
with a number of direct, continuously evolving forms of violence, such as image-based abuse— 
including distribution of non-consensual intimate imagery (NCII)—“any scenario in which intimate 
content is being produced, published or reproduced without consent” 23—AI-generated NCII or 
deepfake pornography, the sharing of personal information or doxxing, impersonation, catfishing,24 
threats of violence, dogpiling,25 stalking and monitoring, cyber surveillance including device or app 
control,26 and harassment and abuse, gendered hate speech, misogynoir,27 and gendered disinfor-
mation.28 These forms of violence not only cause distress to victims and survivors but can also 
jeopardize their physical safety offline and threaten their livelihoods by chilling participation in the 
workforce and in public life.29

 TFGBV is perpetuated by a variety of people and groups in women’s lives, including strangers,30 
people they know,31 far-right groups,32 informal networks (including the online ‘manosphere’),33 
political parties,34 governments,35 and foreign state actors.36 Risks and preventive factors of TFGBV 
vary based on the perpetrator and scale of attack. Individual attacks may stem from having a  
violent nature or negative attitudes about women, while large-scale, state-backed campaigns are 
instead connected to broader issues such as the ‘health’ of democratic processes and national 
security.37 Similarly, reports find that marginalized, minority women are the most at-risk for expe-
riencing TFGBV.38 Despite these divergences, there are a number of societal factors which con-
tribute to the different forms of TFGBV. Broadly speaking, the societal normalization of misogyny, 
sexism, patriarchy, and gender inequality directly contributes to TFGBV on all levels, applying to 
most—if not all—cases.
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Deepfake Image-Based Sexual Abuse: Deepfake Pornography 
In 2017, journalists Samantha Cole and Emanuel Maiberg discovered a Reddit user  
named “deepfakes” using a machine learning algorithm to swap celebrities’ faces onto  
pornographic performers’ bodies, marking the newest emerging form of TFGBV.39  
Since 2017, the technology to create deepfakes has become even easier with the creation  
of ‘nudify’ apps that enable users to forge nude versions of pictures of real women  
and recent advancements in generative AI that enable users to quickly create convincing  
fake videos and images of their subject with as little as a single photo as a source.40  
In turn, the volume of deepfakes online has increased exponentially: according to a 2023  
report by Security Hero, “the total number of deepfake videos online in 2023 [was]  
95,820, representing a 550% increase over 2019.”41 Deepfake pornography is part of a broader  
framework of NCII, which includes revenge porn and child sexual abuse material. 
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WHAT WE KNOW ABOUT TFGBV
As our lives have become increasingly digital, social media platforms and other online services 
have become as vital to daily life as any other utility. Likewise, social platforms, tools, and even 
gaming apps have become a mirror host to the perennial real-world harm of gender-based  
harassment and abuse, an area in which scholars and civil society are working to keep the rate of 
our understanding in line with the rapid technological advancements.
 This in turn has led to increased attention from governments, multilateral organizations, and 
think tanks, including from the Global Partnership for Action on Gender-Based Online Harassment 
and Abuse,42 the White House and its Task Force to Address Online Harassment and Abuse,43 

United Nations Educational, Scientific, and Cultural Organization (UNESCO)44 45, United Nations 
Population Fund (UNFPA),46 the Wilson Center,47 and the Carnegie Endowment for International 
Peace,48 among many others.
 The findings across the board are clear: TFGBV is widespread, and women—especially women, 
girls, and LGBTQI+ individuals who face intersecting discrimination on the basis of their race  
and ethnicity, disability, or sexual orientation—experience higher levels of online harassment  
and abuse.49

 A 2021 Economist Intelligence Unit report found that between 2019 and 2020, 85 percent of 
women globally had witnessed or experienced online violence, with 38 percent having person-
ally been affected.50 The report found that women face high levels of online abuse across every  
continent—with minor variation—with the Middle East (98 percent), Latin America and the  
Caribbean (91 percent), and Africa (90 percent) at the highest end of the range, and Asia Pacific 
(88 percent), North America (76 percent), and Europe (74 percent) at the lowest.51 Of the on-
line abuse women face, the forms vary: the most common reported types of online abuse faced 
by women are misinformation and defamation (67 percent), cyberharassment (66 percent), hate 
speech (65 percent), and impersonation (63 percent).52

 TFGBV has detrimental effects, often silencing the women it targets and discouraging them 
from engaging in online spaces.53 One 2022 poll reported that 24 percent of women worldwide 
reduced their internet usage due to harmful online content.54 The poll found that three of the 
most common reactions to harmful online contacts recorded were: lower self-esteem, panic  
attacks, anxiety, or stress, and stopping from saying what they actually think online.55 The men-
tal health effects of TFGBV should not be underestimated: a 2016 qualitative study focused on  
the mental health effects of revenge porn survivors found symptoms and mental health issues 
similar to those of women who had experienced sexual assault: post-traumatic stress disorder, 
depression, anxiety, and other mental health challenges.56

 However, statistics may still not fully reflect the scope of the issue: women are often unaware  
of their options or hesitant to self-report TFGBV they have experienced,57 face barriers to jus-
tice when they do,58 and often are influenced by societal norms that normalize these forms of 
violence, causing TFGBV victims and survivors to discount the harms they are facing. Further-
more, deepfakes have proven deeply detrimental to women’s livelihoods, job prospects, and  
community standings.59

 TFGBV not only affects women’s health, but it also affects women’s participation in political 
life, thereby undermining democracy at large.60 Globally, the Inter-Parliamentary Union conducted 
a survey of women parliamentarians, where 41.8 percent had had “extremely humiliating or sexu-
ally charged images of [themselves] spread on social media.”61 Reporting on the recent June 2024 
UK elections revealed that online abuse of women candidates was on the rise.62 A candidate survey 
from the UK Electoral Commission even found that 40 percent of female candidates reported 
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that they avoided campaigning on their own to avoid harassment, intimidation, and threats,  
compared to only 11 percent of male candidates.63

 This persistent abuse of women in politics has far-reaching consequences: young women are 
now less likely to run for office because of how women in politics are harassed and abused on-
line.64 The rise of generative AI has also resulted in growing worries that gendered disinformation  
targeting politicians will take more pertinent and pervasive forms during upcoming elections, 
and has resulted in a flurry of laws in many countries targeting mis- and disinformation around 
elections.65 In turn, this growing threat to democracy is further exacerbated by attacks against  
female journalists—a phenomenon extensively documented by Julie Posetti in an International 
Center for Journalists (ICFJ) report that analyzed millions of social media posts directed at  
female journalists around the world over three years and found that online and physical violence 
work in a negative feedback loop, ultimately undermining trust in institutions, ruining women’s 
careers, and amplifying misogyny for political aims.66

 Globally, TFGBV is also increasingly being used as a political weapon. Around the world, 
TFGBV has been leveraged to hinder political opposition in countries, including Brazil,67 Kenya,68 
Ghana,69 Georgia,70 India,71 and Hungary.72 While each of these cases take place in very different  
contexts around the world, there is one common thread: female politicians around the world face 
targeted, gendered disinformation campaigns with attackers ranging from male counterparts, 
authoritarian regimes, online right-wing groups, and misogynistic detractors on social media. 
This sort of high-profile abuse dampens political participation for other women, too: research 
conducted by the Turing Institute found that “three quarters (77 percent) of women are not  
comfortable expressing political opinions online because of fears they will be targeted by harmful 
online behaviors such as misogyny, trolling, threats and harassment.”73

 At the geopolitical scale, TFGBV has become yet another weapon for malign actors, such 
as foreign-backed entities, to carry out broader interference operations abroad. These trends 
demonstrate that TFGBV is not only an issue of domestic politics, but also one inherently related 
to national security.74 Perhaps one of the most notable examples comes from Russian-backed 
gendered disinformation campaigns, which have been observed around the world. For exam-
ple, during the 2021 elections in Germany, the Green Party’s candidate, Annalena Baerbock, was  

Global Partnership for Action on Gender-Based Online Harassment and Abuse 
Comprised of fourteen governments, including Australia, Canada, Chile, Denmark, France,  
Iceland, Kenya, Mexico, New Zealand, the Republic of Korea, Spain, Sweden, the United 
Kingdom, and the United States, the Global Partnership for Action on Gender-Based Online 
Harassment and Abuse was announced at the 2021 U.S. Summit for Democracy and  
launched at the 66th United Nations Commission on the Status of Women in 2022 to convene  
international organizations, civil society, and the private sector to prevent and address  
TFGBV.77 As part of their membership, member states have committed resources to  
prevent and address TFGBV and are prioritizing expanding research and data collection on 
TFGBV. Several member states have made individual commitments, such as the U.S.’  
$15 million in targeted foreign assistance programs since the Global Partnership’s launch to 
respond to TFGBV and the future launch of the Global TFGBV Rapid Response Fund.78
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specifically targeted and undermined by Russian-backed accounts online, using gendered disinfor-
mation that outsized that which her male counterparts received.75 Though Germany’s Network 
Enforcement Act (NetzDG), one of the world’s toughest laws against online hate speech and  
harassment, was in force during Baerbock’s campaign, it was not enough to stop the levels of 
online abuse she received, in part due to “coordinated sharing, lack of enforcement and oversight, 
and content deemed legal by social media platforms.”76

 As the research demonstrates, TFGBV is a wide-ranging, ever-evolving, and prevalent issue that 
will require global collaboration. The work of scholars, civil society, global institutions, and govern-
ments has been essential for mapping the issue of TFGBV and has led to wide-scale acceptance that 
TFGBV is a prominent, multinational issue. However, TFGBV still remains sidelined as a women’s 
issue in research, policy, practice, and in the public eye. 
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CASE STUDY  
 
CREATING AN ENEMY IMAGE: THE TFGBV CAMPAIGN AGAINST  
AUSTRALIAN ESAFETY COMMISSIONER JULIE INMAN GRANT

Exploring the data around the harassment and abuse of Australian eSafety Commissioner Julie 
Inman Grant in April through June 2024 demonstrates the enormous reach and impact of TFGBV, 
even against those in positions to fight it. Furthermore, her experience exemplifies the creation 
and amplification of a gendered enemy image,79 an academic framework80 used to understand 
language deployed on a large-scale via popular media, using stereotypes,81 dehumanization,82 and 
framing the enemy as perpetrating a loss or threat83 to target individuals or groups, typically from 
marginalized backgrounds. Enemy images use a number of tactics associated with hate speech, 
and can be better contextualized through Susan Benesh’s dangerous speech framework.84

 Inman Grant, a technology policy professional who served as an executive at Microsoft, Twitter, 
and Adobe, was appointed as eSafety Commissioner of Australia in 2017 and has since served three 
Australian Prime Ministers.85 The eSafety Office was established in 2015, when the Parliament 
passed the Enhancing Online Safety for Children Act.86 Its powers were expanded in 2022 when 
the Online Safety Act 2021 came into effect, covering Australia’s regulatory response to a broad 
array of online harms, including adult cyber abuse, cyberbullying, image-based abuse, and illegal 
and restricted content.87 On its website, the Office of the eSafety Commissioner writes: “eSafety’s 
purpose is to help safeguard Australians at risk of online harms and to promote safer, more posi-
tive online experiences.”88

 Among the eSafety’s regulatory mechanisms are transparency powers to ensure that  
online service providers—including social media platforms—are adhering to the country’s  
“Basic Online Safety Expectations.”89 Under this scheme, the eSafety Commissioner can issue  
notices “requiring online service providers to report on their compliance with the Expectations,”  
publish providers’ responses to such requests, and issue fines to those who are found to not  
be in compliance.90

 In 2023, Inman Grant issued two such transparency notices relating to child sexual abuse  
material and online hate to X.91 In both cases, she found the platform to be in non-compliance, 
“providing responses that were incorrect, significantly incomplete or irrelevant,” and in other 
cases “[failing] to provide any response to the question, such as by leaving the boxes entirely 
blank.”92 Inman Grant issued a non-compliance notice to the platform and fined it 610,500 AUD 
(about 412,000 USD).93

 According to Inman Grant, the implementation of her office’s regulatory powers angered Elon 
Musk, who had purchased the platform in 2022.94 “We used our transparency power very effec-
tively to highlight [X’s] trust and safety issues,” she said, and Musk had a pattern of using vexatious 
litigation against regulators and advocacy groups to “take on any entity that was critical.”95

 When a video depicting a stabbing of a bishop in Wakeley, Australia was uploaded to X and  
Meta-owned platforms in April 2024, Inman Grant issued a takedown notice to the platforms.96 
These powers are derived from Australian law, which prohibits content depicting “acts of ter-
rorism,”97 and allows her to subsequently request certain illegal content be removed from online 
platforms.98 Meta complied with the request within the hour, Inman Grant said, but X kept the 
content up, despite the fact that it likely violated the platform’s violent content policy.99 When 
the Federal Court of Australia granted an interim injunction compelling X Corp to hide the violent 
material, Musk began tweeting about Inman Grant on April 22, 2024, calling her an “unelected  
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official” and “eSafety Commissar,”100 evoking authoritarian sentiments and claiming that Inman 
Grant “demand[ed] *global* content bans[.]”101 These dog whistles—“the use of words or sym-
bols with a double (or coded) meaning that is abusive or harmful, sometimes to signal a group 
of online abusers to attack a specific target”102—to his 192 million followers led to increased, 
targeted harassment against Inman Grant.
 On April 23, 2024, there were 73,694 total mentions of Inman Grant or the eSafety Commis-
sioner’s office on X.103 By comparison, the office and Commissioner’s average daily mentions on  
X for April through December 2023 were 145.104

 In order to better understand this harassment and its gendered aspects, the research team 
used Meltwater, a social listening and sentiment analysis tool, to download a dataset encom-
passing posts that mentioned “Julie Inman Grant” or Inman Grant’s X handle, “@tweetinjules,” 
from April 22-23. This subset of posts, which does not encompass all mentions of Inman Grant 
or the eSafety Commissioner’s office, but is a representative sample, comprised 1,054 posts. 
The research team then classified these posts using OpenAI’s large language model to analyze  
sentiment that uses a large language base—including abusive keywords themselves—to under-
stand a variety of aspects of the message content. Additionally, the model uses intent and tone 
recognition to identify obfuscated harassment and non-keyword-based attacks. 
 The model initially assessed 70 percent of the posts (736) in the dataset as negative,  
20 percent (218) as neutral, and 10 percent (100) as positive. To check the accuracy of the 
model, as well as add local context on which it likely was not trained, the research team then ran the  
content assessed as neutral or positive against a list of bespoke keywords encompassing common 
gendered slurs, abusive keywords, and keywords related to the falsehoods and conspiracies being 
directed at Inman Grant. This returned an additional 149 negative pieces of content, bringing the 
overall total of negative content in the dataset to 83 percent. Negative content generated twice 
as many likes as positive content. 
Among the negative content, gen-
dered narratives and slurs made 
up more than 10 percent. 
 Across the dataset, common 
gendered stereotypes contrib-
uting to the construction of a 
gendered enemy image of Inman 
Grant were widely observed, in-
cluding attacks on Inman Grant’s 
physical appearance or adherence 
to beauty standards, claims she had negative characteristics often associated with women, such 
as aggression or a lack of intelligence. Gendered enemy images intersected with conspiracy theo-
ries to falsely claim Inman Grant was a part of a global censorship regime, rather than a domestic  
regulatory agency focused on online safety. Inman Grant was nicknamed “e-Karen,” a gendered 
pejorative that typically refers to middle-aged white women who, according to Kansas State  
University professor Heather Suzanne Woods, embody “entitlement, selfishness, [and] a desire 
to complain.”105

 Further, some content claimed that Inman Grant was emotionally driven in her work, and that 
she was seeking revenge for an unnamed slight when she had worked at Twitter eight years prior  
to the Wakely stabbing; still others falsely claimed that Elon Musk—who did not own Twitter when 
Inman Grant worked there from 2014-2016—had fired her and she had an “ax to grind.” All of 

The overall total of negative content  
in the dataset [was] 83 percent. Negative 
content generated twice as many likes  
as positive content. Among the negative  
content, gendered narratives and slurs  
made up more than 10 percent.
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these narratives—that Inman Grant was allegedly entitled, selfish, power-hungry, emotional, or 
seeking revenge—are frequently deployed against women in public life.
 Dehumanizing106 language was also widely observed, including content practicing outcasting 
and the use of political labels and group comparison. Inman Grant was labeled “Big Mother” (a 
gendered take on Big Brother from George Orwell’s 1984), and “left-wing Barbie,” “feminazi,” 
“eNazi,” or “Stasi cunt.” One tweet read: “captain tampon is a nazi dictator.” She was compared  
to a “terrorist” or “Hitler.” Users also practiced dehumanization, labeling her a “humanoid lizard,” 
and “pig.” Additionally, they portrayed Inman Grant through a loss/threat framework, including: 
citing her alleged “harms” to children, families, or gender values.
 Outside of the intersection of misogyny and conspiracy, sexist slurs were common, target-
ing Inman Grant’s appearance, intellect, and gender identity. Inman Grant says she was called 
the “e-Slut of Australia.”107 Gendered enemy images were also achieved through sexualized  
dehumanization108 tactics, such as labeling Inman Grant a “dominatrix,” “eProstitute,” “eSlut,” or 
telling her to “get stuffed.” The dataset also includes common slurs such as “bitch,” “slag,” and 
“cunt,” as well as assertions that women are less intelligent than men or not fit for government 
roles. One user wrote: “Males to boot these brainwashed females out, and start governing.” 
 The rhetorical tactics observed not only targeted Inman Grant but also worked to normalize 
enemy images of female public figures109 and women more generally. Past research has widely 
documented the tangible impacts of enemy images, including: shifts in policy,110 public opinion,111 
widespread prejudice (i.e., sexism and misogyny),112 and motivations for individual and collective  
violence,113 including sexual violence.114 Social media’s affordances have emboldened these effects, 
illustrating the need to re-evaluate  
the subsequent individual and  
societal harms to women, both 
online and offline. 
 Inman Grant’s experience  
reflects the offline impact of  
enemy images. Users threatened 
her, her family, and her employ-
ees. OpenAI’s sentiment analysis 
model assessed a full 10 percent of content in this dataset as threatening. For example, one 
user wrote: “@tweetinjules Vile, white-hating, racist pos. You are one fugly man. Thankfully you  
marxists will soon be wiped out.” In this environment of hate, Inman Grant’s family members 
were doxxed and users directed credible death threats at her, necessitating the involvement  
of the Australian Federal Police.115

 In early June, eSafety discontinued its legal action on the Wakeley stabbing against X Corp in 
Australia’s Federal Court to focus on other litigation, including matters involving X Corp. Inman 
Grant wrote: 

I have decided to consolidate action concerning my Class 1 removal notice to X Corp in the 
Administrative Appeals Tribunal. After weighing multiple considerations, including litigation 
across multiple cases, I have considered this option likely to achieve the most positive out-
come for the online safety of all Australians, especially children. As a result, I have decided 
to discontinue the proceedings in the Federal Court against X Corp in relation to the matter  
of extreme violent material depicting the real-life graphic stabbing of a religious leader at 
Wakeley in Sydney on 15 April, 2024.116

Users threatened [Inman Grant], her family, 
and her employees. OpenAI’s sentiment
analysis model assessed a full 10 percent of 
content in this dataset as threatening.
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 Attacks against Inman Grant remained high even after Musk ceased actively mentioning her: 
her daily mentions averaged 2,585 daily between May and mid-June.117 Her harassment—and 
the vexatious litigation and tying up of Australian Government resources—continues today. 
Currently, eSafety has five further cases against X, while users attempt to continue to—at 
their own admission—occupy eSafety resources. This has resulted in newly established local  
organizations starting a campaign 
to drown eSafety with Freedom 
of Information requests result-
ing in more than a 3,000 percent  
increase in such requests.118 
Sadly, the resources these cam-
paigners are tying up are there 
to help Australians experiencing  
online abuse. 
 Inman Grant’s experience at 
the center of a harassment and 
abuse campaign instigated by a billionaire tech mogul demonstrates how pervasive TFGBV can  
be, targeting even those charged with making the internet safer. She told the research team: 
“There is now a growing awareness that the way online abuse manifests against women is differ-
ent.”119 However, she noted that the lack of regulation, particularly in the United States, is hurting 
women around the world. “Until the U.S. actually regulates,” she said, “the rest of the world is 
going to be fighting a losing battle.”120 

[Inman Grant] noted that the lack of  
regulation, particularly in the United  
States, is hurting women around the world.  
“Until the U.S. actually regulates,” she  
said, “the rest of the world is going to be  
fighting a losing battle.”
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THE LEGAL AND REGULATORY LANDSCAPE
Experts have repeatedly indicated that governments must pass laws and regulations in order 
to properly address the issue of TFGBV,121 incentivizing platforms to enforce their policies and  
encouraging civility on and offline. However, legislating against harm and violence in online spaces 
has been challenging. For many years, the tangible and fundamental impact of social media and 
digital technologies has been understated, creating a lag for many legal and regulatory systems’ 
understanding of these spaces and the online harms they foster. In the meantime, women and girls 
have had to make do with existing laws, such as copyright and tort laws, with limited success.122 
Beyond that, digital technologies are developing and transforming at a rapid pace, making it  
difficult to develop adequate legislation at the pace of technological advancements. Finally, there  
is the risk that online safety laws will be challenged by critics as undermining freedom of expres-
sion and promoting ‘censorship.’123

 Too little has been done around the globe to enact legislation that explicitly accounts for or 
aims to curb TFGBV—both for women in public life and for the general public alike. However,  
recent online safety laws that aim to curb general online harms may reduce the presence and 
impact of TFGBV through oversight and transparency over content moderation or the criminal-
ization of online harms. Further, some of these laws and regulatory regimes have varying degrees 
of specific provisions for the challenges women face online, including deepfake image-based  
abuse and cyberflashing,124 in large part due to the advocacy of civil society. Nonetheless, as we 
describe below, these laws and regimes have their own shortcomings and can be strengthened in 
various ways.

ONLINE SAFETY LAWS
A growing number of nations have enacted laws and established regulatory regimes aimed at 
mitigating online harms. Some, including the U.S., do not have an overarching national online 
safety law, even though the U.S. Senate recently passed two pieces of legislation aimed at making 
the internet safer for children and many states have existing or proposed online safety laws.125 
While this report cannot cover all of these laws and regimes in detail, several prominent examples 
that have varying degrees of specific provisions for the challenges women face online include: 
 
Australia: As mentioned earlier in the report, the Online Safety Act 2021 came into effect in 
2022,126 building on the existing Expanding Online Safety for Children Act that established the 
Office of the eSafety Commissioner in 2015.127 The Office of the eSafety Commissioner is em-
powered to hold platforms accountable, help users report claims of online harms, work with the 
private sector to embed safety by design, and generally set the regulatory standards for content 
moderation and online safety in Australia.128

 Accordingly, the Office of the eSafety Commissioner has a range of ‘schemes’ detailing the 
specifications for illegal content that companies are obligated to closely monitor and take down, 
including cyberbullying,129 image-based abuse,130 and adult cyber abuse,131 online content,132 and 
abhorrent violent conduct.133 The eSafety Commissioner can order a wide range of platforms and 
messaging services to take down content that is image-based abuse—or remove it directly—
within 24 hours, and eSafetyWomen delivers direct and indirect support to women most at risk 
of online abuse, including evidence-based resources and professional development134 and social 
media self-defense resources.135
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The European Union: The European Union’s Digital Services Act (DSA) entered into force in  
November 2022136 and, as of February 2024, the DSA rules apply to all platforms.137 Designed to 
enable a safer online environment throughout the EU,138 the DSA sets out to combat disinfor-
mation, reduce and prohibit illegal and harmful content on platforms and digital marketplaces, 
protect rights online, and hold companies, especially “Very Large Online Platforms” (VLOPs) 
and “Very Large Online Search Engines” (VLOSEs), accountable for the content they host.139  
By mandating corporate accountability and transparency, reporting and oversight mechanisms, 
and penalties for non-compliance—as well as better support for users’ rights by requiring flag-
ging mechanisms and clearly defining illegal content—the DSA is a serious attempt to reduce 
online harms.140

 Under the DSA, VLOPS and VLOSEs are required to conduct a risk assessment of their tech-
nologies and specifically consider the ways they enable “systemic risks that are linked to their 
services,” including “gender-based violence” and “illegal content,” and put measures in place to 
mitigate such risks.141

 In May 2024, the EU adopted the “Directive on combating violence against women and  
domestic violence,” the “first ever [EU] law to effectively fight violence against women and 
domestic violence” that “criminalizes at the EU level certain forms of violence against women 
offline (female genital mutilation and forced marriage) and online (non-consensual sharing of 
intimate images, cyberstalking, cyber harassment and incitement to hatred and violence on the 
ground of gender).”142 Member states will have until June 14, 2027, to transpose the directive 
into national law.143 
 In its initial drafting, the Directive faced criticism for vaguely-defined terms such as “cyber 
harassment” and “cyber incitement to violence or hatred” that observers like the Center for  
Democracy and Technology (CDT) viewed as major drawbacks, arguing that terms did not “meet 
the principles of legality, proportionality, and necessity [and] risk being weaponized against the 
very individuals this Directive aims to protect.”144 The final version of the Directive attempts to 
address some of these shortcomings, including by setting minimum standards for the criminal-
ization of TFGBV and criminalizing cyberflashing as part of cyber harassment; however, member 
states will ultimately need to build upon and clarify the Directive when they transpose it into their 
national laws.145

 In addition to the DSA, in March 2024, the EU adopted the Artificial Intelligence Act (AI Act), 
“considered to be the world’s first comprehensive horizontal legal framework for AI.”146 The AI Act 
requires “[P]roviders of AI systems generating synthetic audio, image, video or text content to 
ensure that the outputs of the AI system are marked in a machine-readable format and detectable 
as artificially generated or manipulated.”147 Through a tiered system categorizing AI systems by 
degree of risk, the AI Act imposes different regulatory requirements to ensure  “that AI systems used  
in the EU are safe, transparent, traceable, non-discriminatory and environmentally friendly”148 
Content that is generated or manipulated with AI, such as deepfakes, must be labeled as content 
that has been generated or manipulated with AI “so that users are aware when they come across 
such content.”149

The United Kingdom: In 2017, the UK government announced its plans to make the UK  
“the safest place in the world to be online.”150 The resulting bill, the Online Safety Act 2023  
(OSA), came into force in late 2023 and creates the obligation to protect both children and adults 
from harmful content and embed better transparency and safety mechanisms into online plat-
forms, in addition to criminalizing users who create harmful content or use online platforms in 
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harmful ways.151 The OSA creates three main pillars of legal duties: illegal harms, the protection  
of children, and obligations for larger platforms to report on illegal content and provide trans-
parency around the use of users’ data.152 Ofcom is charged with implementing this legislation as 
the OSA’s regulatory body.153 Ofcom offers a wide range of support to victims of cybercrime, 
including making claims, and assistance in taking down illegal content, in addition to providing 
oversight to ensure companies are in compliance with the appropriate regulations.154

 The OSA lists a large range of harmful content that companies must take down and report, 
with the most recent criminal offenses that came into effect on January 31, 2024, and include 
“encouraging or assisting serious self-harm, cyberflashing, sending false information intended  
to cause non-trivial harm, threatening communications, intimate image abuse, [and] epilepsy 
trolling.”155 Much of these provisions were included after many rounds of consultations,156 advo-
cacy on behalf of women who have been targeted by online abuse, and impactful work by experts 
and scholars,157 ensuring that the OSA protected not just children, but that women over 18 and 
girls had tailored and responsive policies that supported them against the unique online harms 
they face.158

LEGISLATING RESPONSES TO DEEPFAKE IMAGE-BASED SEXUAL ABUSE 
With the advancement of generative AI and, in turn, the rise of deepfake pornography, a growing 
number of countries have enacted laws or proposed legislation to provide victims and survivors of 
deepfake image-based sexual abuse with either criminal or civil remedies—or both. While much 
of the world has yet to enact such laws or even propose such legislation, several countries are 
leading the way in addressing deepfake pornography and should serve as models to other nations 
grappling with this growing problem:

Global Online Safety Regulators Network  
In response to the cross-border nature of online harms, a group of national regulators  
with legislated online safety powers established the Global Online Safety Regulators Network 
(GOSRN), “the first dedicated forum for independent online safety regulators around the 
world, in November 2022.”159 Comprised of 9 members and several observers,160 including 
the United Kingdom’s Ofcom, Australia’s eSafety Commissioner, France’s Arcom, Ireland’s 
Coimisiún na Meán, and South Korea’s Communications Standards Commission, GOSRN’s  
purpose is to share “information, best practice, expertise and experience, to support 
coherent and coordinated approaches to online safety issues.”161 In its April 2024 Position 
Paper, where GOSRN mapped the similarities and differences between its regulatory  
regimes, GOSRN found several areas for collaboration and coherence between regimes.162 
These areas include regulatory tools like risk assessment and transparency reporting,  
user complaint functions, researcher access to data mechanisms, and information requests 
to industry.163 
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Australia: In February 2024, the Office of the eSafety Commissioner released regulatory guidance 
for the Image-Based Abuse Scheme.164 The Office of the eSafety Commissioner has the regulatory 
powers “to take action against a person (end-user) who shares online (or threatens to share) an 
intimate image [including a deepfake] without the consent of the person shown.”165 The guidance 
specifies that an individual can make a complaint to eSafety about the image-based abuse, and  
eSafety can then require online service providers and end-users to remove the intimate image 
through a notice and—if they don’t comply—through a formal warning or civil penalties in court.166 
 Advocates have pointed out that although this civil framework is helpful, individuals who create 
non-consensual, intimate deepfakes are still within their rights under current law in Australia.167 
This loophole is precisely the target of new legislation introduced to Parliament in June 2024, 
which would criminalize the creation and non-consensual sharing of deepfake intimate images.168 
In addition to the current fines, violators under this law would receive up to six years of imprison-
ment for sharing images and face an additional year of imprisonment if they also created it.169  
The legislation also proposes additional funding to the Office of the eSafety Commissioner to pilot 
age verification tools online, increased resourcing and training for local law enforcement, and 
better information sharing across jurisdictions about offenders.170

The European Union: Under the DSA, VLOPs and VLOSEs are required to conduct a risk assess-
ment of their technologies and specifically consider the ways they enable “systemic risks that are 
linked to their services,” including “gender-based violence” and “illegal content,” and put measures 
in place to mitigate such risks.171 The DSA provides that the “unlawful non-consensual sharing of 
private images” and the “sharing [of] images depicting child sexual abuse” is illegal content.172 
In December 2023, the European Commission added three pornography websites—Pornhub,  
Stripchat, and XVideos—to the list of VLOPs.173 174  

 In May 2024, the EU adopted the “Directive on combating violence against women and  
domestic violence,” which explicitly criminalizes non-consensual sharing of intimate images,  
including deepfakes, cyberstalking, harassment, and incitement to hatred or violence, all measures 
that member states will have to adopt and enforce.175 Offenders of non-consensual sharing of inti-
mate images are “punishable by a maximum penalty of at least 1 year of imprisonment” and victims 
will have the right to claim full compensation from offenders for costs and damages.176 While  
the Directive importantly does not require proof of specific motives, such as causing distress, it 
does have some shortcomings, including specific language requiring “engaging in sexual activity,” 
which will likely leave out images produced through ‘nudify apps’ and shared non-consensually.177

South Korea: South Korea was one of the first countries to directly deal with deepfake pornog-
raphy when K-Pop stars started becoming targets.178 This trend emerged and gained notoriety  
when 74 women and girls were targeted by an incident of widespread sexual assault and deepfake 
pornography created in male messaging groups on Telegram.179 The groups were dedicated to 
editing and requesting edits of violent and explicit deepfakes of women and girls in their lives.180 
This situation, called the “Nth Room Case,”181 led to a major overhaul of the penal code and the 
conviction of 220 offenders for sex crimes.182 183 

 Recognizing the deeply troubling issues at play, in 2020, the South Korean government  
enacted a revision to the “Act on Special Cases Concerning the Punishment of Sex Crimes”184  
to prohibit “the creation and distribution of ‘false video products’ which ‘may cause sexual desire  
or shame against the will of the person who is subject to video.’ ”185 Under this framework, the  
creation and distribution of non-consensual deepfake pornography is outlawed, regardless  
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of intent.186 Offenders may be convicted up to five years in prison and—if they sold access  
to the non-consensual pornographic deepfake for a profit—they could face up to twelve years  
in prison.187

 Like the other laws and regimes, the South Korea law does have some shortcomings. Advo-
cates call for punishments for those who purchase or download this content as well, citing the dra-
matic rise in the proliferation of non-consensual deepfake pornography —especially in Telegram 
chatrooms where people distribute, create, and collaborate over the creation of explicit edits  
of acquaintances, even disclosing sensitive personal information.188 Furthermore, South Korea, 
like other countries, is finding that taking down content is a very slow process (it only has a  
2.3 percent success rate) and a lack of capacity and training within policing is still a barrier.189 
Nonetheless, the Korean Police Agency has developed and deployed new AI detection tools to 
help combat deepfake pornography’s proliferation.190

The United Kingdom: In January 2024, an amendment to the OSA, which criminalizes the act 
of sharing or threatening to share intimate images, including deepfakes, came into effect.191  
The amendment was the result multiple calls for evidence and campaigning from women’s rights 
groups, including Glitch, the End Violence Against Women Coalition, Refuge, Carnegie, the  
National Society for the Prevention of Cruelty to Children, 5Rights and experts Clare McGlynn and 
Lorna Woods, to more specifically target intimate image abuse in the OSA.192 193 
 Offenders who share non-consensual intimate deepfakes can face up to two years of prison 
time and unlimited fines.194 Importantly, this amendment does not require proof of intent to  
humiliate, cause distress, or alarm, or that the content be shared for personal sexual gratifica-
tion: the basic act of sharing intimate images without consent is sufficient to count as an offense,  
relieving victims and survivors of the burden to present evidence of intent.195 Additionally, as  
this is a sexual offense, victims are automatically protected with anonymity in any court cases or 
media reporting.196 
 As progressive as the amendment is, the OSA still technically allows for the creation of NCII.197 
Experts like Professor Clare McGlynn note that without criminalization of the entire ecosystem, 
sexualized deepfakes will continue to grow, “propped up” and enabled by payment processors, 
search engines, and users.198

 In an effort to address some of the shortcomings raised in public comments, the UK Ministry  
of Justice announced in April 2024 that an amendment to the Criminal Justice Bill will be intro-
duced and will criminalize the non-consensual creation of sexually explicit deepfakes.199 If passed, 
the act of creating deepfake pornography nonconsensually would result in the offender having 
a criminal record and an unlimited fine and facing jail time if they share the image widely.200 As 
drafted, however, the proposed amendment has been met with criticism because it focuses on 
the intent of the perpetrator, requiring proof of intent to cause “alarm, distress, or humiliation.”201 
Nonetheless, since the announcement of this law, some of the largest deepfake pornography  
sites have been blocked in the UK, perhaps in reaction or anticipation of this legal development, 
demonstrating the powerful signal these sorts of laws can have in society.202

 Beyond the language of the law itself, experts and advocates also raise the observation 
that the police do not have the proper training or knowledge to assist with this sort of crime,  
and call for increased education and resourcing in communities.203 McGlynn also points out that 
this legislation does not sufficiently hold companies accountable, arguing that search engines 
need to be modified so that deepfakes are not so highly ranked in search results and that 
payment processing companies must be held responsible for enabling the proliferation of this 
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type of content.204 These hurdles remain major challenges to the enforcement of the current  
legal framework.

The United States: While forty-nine states have laws against NCII or “revenge porn,”205 and the 
Violence Against Women Act Reauthorization Act of 2022 (VAWA), amongst other provisions, 
established a federal civil cause of action for individuals whose “intimate visual depictions” are  
disclosed without their consent,206 the U.S. does not yet have a federal law that explicitly regulates 
or criminalizes deepfake pornography. 
  However, in July 2024, the U.S. Senate unanimously passed the bipartisan Disrupt Explicit 
Forged Images and Non-Consensual Edits Act of 2024 (DEFIANCE ACT),207 introduced by  
Representative Alexandria Ocasio-Cortez (D-NY) in the House and Senator Dick Durbin (D-IL) 
and Senator Lindsey Graham (R-SC) in the Senate.208 If passed by the House of Representatives 
and signed into law by the President, this legislation would amend VAWA to create a federal civil  
remedy for “an identifiable individual who is the subject of a digital forgery,” or an “intimate visual  
depiction of an identifiable individual created through the use of software, machine learning,  
artificial intelligence, or any other computer-generated or technological means.”209 Additionally, 
“[the] identifiable individual may recover the actual damages sustained by the individual or liqui-
dated damages [in the amount of $150,000] and the cost of the action, including reasonable 
attorney’s fees and other litigation costs reasonably incurred.”210 
 In addition, in June 2024, Senator Ted Cruz (R-TX) introduced the Tools to Address Known  
Exploitation by Immobilizing Technological Deepfakes on Websites and Networks (TAKE IT 
DOWN) Act, alongside a bipartisan group of cosponsors, including Senator Amy Klobuchar  
(D-MN), Senator Richard Blumenthal (D-CT), Senator Bill Cassidy (R-LA), and others.211 The 
TAKE IT DOWN Act would make it unlawful for a person to knowingly publish or threaten to 
publish NCII, including deepfakes, on social media and other online platforms.212 It would provide 
criminal penalties for such offenses and require social media and other websites to remove the 
NCII, pursuant to a request from the identifiable individual, within 48 hours.213  
 In the absence of a federal law regulating deepfake pornography, “29 states have enacted laws 
addressing sexual deepfakes, and of those laws, 21 restrict the distribution of nonconsenual sex-
ual deepfakes.”214 Notable examples include Virginia, which prohibits the distribution of deepfake 
pornography and makes this offense punishable with jail time,215 and California, which prohibits  
the distribution and creation of deepfake pornography.216 217 Both the Virginia and California laws, 
however, face drawbacks: Virginia requires victims to prove malice and does not criminalize the 
creation of non-consensual intimate deepfakes, and the California law does not punish these 
crimes with jail time.218
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RECOMMENDATIONS
While the challenge that TFGBV poses to women’s and girls’ equality and free expression is im-
mense, there are a number of policy solutions that, if implemented, could help prevent and address 
TFGBV. Technology companies, governments, civic tech organizations, law enforcement, employers, 
schools, and others must work together to combat TFGBV. To this end, we recommend a number  
of practical solutions to the specific and pressing issues that women and girls face online today.

 
 ENSURING PLATFORM ACCOUNTABILITY AND ACTION
 
Most very large social media platforms and other technology companies have a spotty record, 
at best, of enforcing their own terms of service in this area. As such, the current will to make 
important changes in favor of women’s online safety—in effect, to self-regulate—is lacking. It 
is critical, therefore, to enact broad-based legislative frameworks to protect the safety of margin-
alized communities, including women. As more governments explore regulation of social media  
and technology firms—and some firms seek to implement progressive, inclusive trust and safety 
policies—the following reforms would greatly improve the online landscape for women; 
 
Governments should explore oversight that encourages platforms to exercise their 
duty of care to ensure women are able to safely express themselves online. Given the  
widespread rollback of investments in trust and safety by platforms and the demonization of 
content moderation policies as ‘censorship,’ governments should explore such oversight. These 
might, as in Australia’s eSafety mechanisms, include transparency powers that allow regulators 
to understand platforms’ content moderation processes and decision-making on issues related 
to protected groups’ speech. Platforms should consider radically transparent self-reporting on 
these issues as well, inviting the scrutiny and oversight from the public, legislatures, and affected 
communities that leads to better policy.
 
Legislators should consider creating a transparency and oversight mechanism to  
ensure researchers and journalists have access to social media data—including data 
related to online abuse—for public service and research purposes, while protecting the 
privacy of platform users. The DSA mandates VLOPs and VLOSEs to provide data access to 
vetted researchers for the purpose of scrutinizing systemic risks and mitigating harmful content. 
Other countries should consider a similar provision in their own regulation, which would provide 
important accountability and oversight over platforms. Technology platforms could also consider 
providing this data access ahead of regulatory action.

Online safety laws and regulations must include explicit provisions that address the 
harms women face online. Rather than having to use copyright or tort laws to seek remedies for 
online harms, women and other victims of TFGBV should be able to seek remedies via legal infra-
structure that specifically addresses challenges like cyberflashing, cyberstalking, deepfake pornog-
raphy and others. To achieve this, it is critical that legislators and regulators regularly consult with 
civil society in the development of such laws. GOSRN could also consider holding public meetings 
on TFGBV where civil society groups and survivors could share experiences and recommendations 
for the benefit of the network and other bodies watching the proceedings.
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Technology companies must address gender imbalances in tech. At the largest tech  
companies—Google, Apple, Meta, Amazon, and Microsoft—“on average only 31 percent of…[U.S.] 
employees are female.”219 This gender imbalance, combined with a lack of understanding among 
male employees of the harms women face on their platforms, can lead to issues in addressing and 
regulating TFGBV occurring on these platforms. Platforms should consider adopting scholar Sasha 
Costanza-Chock’s “Design Justice” framework, a “growing social movement that aims to ensure a 
more equitable distribution of design’s benefits and burdens; fair and meaningful participation in de-
sign decisions; and recognition of community-based design traditions, knowledge, and practices.”220

 
 URGENTLY ADDRESSING DEEPFAKE IMAGE-BASED SEXUAL ABUSE 

As documented throughout this report and by the drumbeat of stories about deepfake pornogra-
phy in international media, the challenge of deepfake pornography is affecting more women and 
girls by the week. Governments and technology companies should make the following reforms:
 
Legislatures should pass federal or nationwide bills that may include both civil and  
criminal penalties for both the creation and distribution of non-consensual deepfake 
pornography. They should also ensure that such laws do not require victims to prove intent 
to distress, humiliate, or otherwise harm the victim or malice to the victim, and might also con-
sider the introduction of excess penalties for the creation or distribution of deepfake pornography 
against political candidates during elections. While the introduction of such legal frameworks will 
not end the phenomenon entirely, they do have a cascading effect that allow technology platforms 
to take more muscular action against accounts that distribute or amplify such content and app 
developers who create applications that create it. As more similar laws come into force around  
the world, those who profit and generate enjoyment from this most base violation of women’s 
privacy and bodily autonomy will be driven out of business.
 
Search engines and app stores should delist and demonetize websites and applications 
that are dedicated to the creation and distribution of deepfake pornography and ensure 
underage users are not able to access apps that ‘nudify’ individuals. Additionally, pay-
ment processors should refuse to process transactions for organizations that provide 
such services. This is a relatively trivial act for very large online platforms to implement, and  
any technology company that claims to care about women’s free and equal participation in public 
life should move to do so immediately. Google recently made changes prohibiting users from 
advertising services that enable the creation of deepfake or nudified images and videos, demon-
strating the ease of implementation for companies.221 Technology companies must invest in the 
necessary resources to ensure that these changes are systematically enforced.
 
Technology companies should prioritize making the technologies that challenge deep-
fakes, such as immunizing or poisoning an image,222 more accessible and make it easier  
to detect deepfakes, with methods such as watermarking. The practice of immunizing  
images uses pixels invisible to the human eye to ensure that AI models classify them incorrectly, 
whereas poisoning can teach an AI model that an image is something it is not, disrupting models 
in the long term. Watermarking can help people and systems differentiate what content has been 
AI generated or altered.
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Governments should support public awareness campaigns and educational resources 
that highlight the pervasiveness of deepfake pornography, the adverse mental health 
and employment effects of deepfake pornography on victims and survivors, and how 
victims and survivors can get justice and support. 

 
 SUPPORTING VICTIMS AND SURVIVORS OF TFGBV 

Around the world, there is currently little support for victims and survivors of TFGBV, leading to 
a drop-off in reporting and self-silencing among this population. Governments, employers, and 
schools should make the following reforms:

Governments should invest in training for and community building with law enforce-
ment entities. Victims and survivors of TFGBV often do not feel the law enforcement bodies  
and representatives with whom they interface to be particularly helpful or understanding.  
Governments at the national and local level must improve awareness and training on the use of 
existing legal infrastructure to aid victims of online abuse, and consider holding community events 
to improve trust between TFGBV survivors and the law enforcement community. Funding should 
be made available to entice more investigators to units that specialize in these types of crimes.
 
Governments should implement and properly resource victim hotlines and helplines to 
ensure that victims of TFGBV receive assistance and counseling in a robust and timely 
fashion. These 24/7 resources should be well coordinated with the relevant law enforcement and 
social service authorities.223

 
Employers and schools should have policies and support for employees and students 
who are victims and survivors of TFGBV. In today’s highly polarized political environment, 
in which the internet acts as an accelerant to abuse, employers and schools must have proactive 
strategies in place to support employees who may become targets of TFGBV. These may include 
doxxing support, mental healthcare, assistance navigating law enforcement, and other emotional, 
physical, and psychosocial provisions to ensure women’s online freedom of expression is main-
tained.224 Policies should delineate a clear escalation framework so employees and students know 
how and when in the cycle of online abuse to request support. This framework allows employees 
and students to feel supported as they express themselves online, and underscores that their  
online self-expression should not cause them or their career harm in the future.

Governments should enact laws and protections for victims and survivors of TFGBV 
that would enable them to take the time they need off of work to meet with their  
attorney, attend legal proceedings, or obtain psychological counseling.
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 DEEPENING RESEARCH AND MAINSTREAMING ADVOCACY

Finally, conducting deeper research and using it to inform policies along with mainstreaming  
advocacy is essential to preventing and addressing TFGBV. Researchers and governments should 
make the following reforms:
 
Deepening Research Inquiries. Studies have laid out the existence and scope of TFGBV,  
providing essential overviews of the phenomena. However, many reports focus on top-line in-
sights, failing to examine diverse cases in depth or the many underlying contributing factors to 
TFGBV. Researchers should prioritize research that explores a richer analysis of how and why 
TFGBV occurs on a societal level, including factors such as communication structures, historical 
context, socio-political dynamics, intersectional dynamics, and distinctive empirical contexts.
 
Researchers should systematize and streamline research. As recommended in a Global 
Partnership report, studies should attempt to produce unified and centrally agreed upon frame-
works which can be used to guide future work in the field and provide a consensus around key 
indicators that may be helpful in preventing and proactively intervening in cases of TFGBV.225  
Research designs—specifically methodology and data collection approaches—also vary greatly, 
resulting in difficulties striking a balance between quantitative and qualitative methods and not fre-
quently coordinated across sectors. Future research would greatly benefit from multi-stakeholder, 
cross-disciplinary efforts.226

 
Mainstream advocacy, cultural communication, and awareness building. Governments 
should aim to empower civil society to raise public awareness of TFGBV through strategic com-
munications campaigns and cultural engagement activities that educate citizens about the realities 
of being a woman online. These programs can reverse the normalization of TFGBV. Campaigns 
should also aim to reach younger audiences by engaging where those audiences are: on social 
media. Crucially, these campaigns should not only target women, but focus on building male allies 
across societies.
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CONCLUSION
For too long, the abuse and harassment that women and girls have faced on the internet has been 
a feature of their online experiences. In nearly every new technology that is developed, users iden-
tify a way to use it to demean, degrade, or demonize women and girls. We envision a world that  
actively addresses this inherent inequality in our society, rather than enabling it. This cannot hap-
pen if women’s advocacy groups are working in isolation. Technology companies, governments, 
civic tech organizations, law enforcement, employers, schools, and others must also work to-
gether to prevent and address TFGBV. In a year in which half of the world’s population has an 
opportunity to vote, and in an era in which key information informing citizens’ everyday lives is 
increasingly distributed and consumed on the internet, TFGBV affects women’s full and equal  
participation in society. Until the online harms that disproportionately target women and girls are 
addressed, modern democracy has much work left to do—and that work is everyone’s problem. 
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